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[1] Using the Comprehensive Ring Current Model (CRCM), which self-consistently
solves the kinetic equation of ring current protons and the closure of the electric current
between the magnetosphere and ionosphere, we have studied how different changes in the
ionospheric conductivity affect the strength of the ring current. The conductivity for
F10.7 = 250 � 104 Janskys (Jy) (solar maximum condition) results in a ring current that is
about 29% stronger than for F10.7 = 70 � 104 Jy (solar minimum condition). The
conductivity at equinox results in a ring current that is about 5% stronger than at solstice
because the two-hemisphere height-integrated conductivities at equinox are higher than at
solstice. This would be a new mechanism for explaining the semiannual variation of Dst.
Simulation with a realistic auroral conductivity estimated from the Imager for
Magnetopause-to-Aurora Global Exploration (IMAGE)/Far Ultraviolet Imager (FUV)
auroral imager data reveals the fact that auroral brightenings do not significantly change
the intensity of the ring current. The overshielding condition is found to be produced when
the auroral conductivity decreases abruptly near the Dst minimum, triggering a rapid
decay of the ring current. The ring current is shown to be influenced not only by the
interplanetary magnetic field and the solar wind but also by solar radiation and
morphological features of the auroral electron precipitation as well. INDEX TERMS: 2778
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1. Introduction

[2] Earth’s ionosphere is filled with dense thermal plasma
as a consequence of ionization of atmospheric constituents
by solar EUV radiation and precipitation of energetic
particles. With regard to the ring current development, the
ionosphere is thought to be (1) a supplier of plasma to the
ring current and (2) a conducting layer that electrically
couples with the magnetosphere.
[3] The role of the ionosphere as a source of the ring

current particles is clearly identified by satellite-borne
instruments that measure singly charged oxygen ions or
nitrogen ions [Lundin et al., 1980; Gloeckler et al., 1985;
Hamilton et al., 1988;Moore and Delcourt, 1995; Roeder et
al., 1996; Daglis, 1997; Christon et al., 2002; Mall et al.,
2002]. Since the singly charged oxygen ions or nitrogen
ions are extremely rare in the solar wind, they are good
tracers of particles originating from the ionosphere.

[4] The effect of the ionosphere as a conducting layer has
not clearly been identified in terms of the degree of its
influence on the ring current development. The reason is
that the coupling process between the ionosphere and the
magnetosphere is essentially nonlinear. Numerical simula-
tion under realistic conditions seems to be the most appro-
priate way to understand the role of the ionosphere in ring
current development, especially during storms.
[5] Vasyliunas [1970] proposed a self-consistent model

that takes into account the current closure between the ring
current and the ionosphere. In this model the field-aligned
current is produced by a longitudinal gradient of the plasma
pressure in the magnetosphere. Then, given an appropriate
model of the ionospheric conductance, the ionospheric
electric potential is calculated from the requirement that
the ionosphere conducts away the charge deposited by the
field-aligned currents. This results in a shielding electric
field. This updated electric potential is mapped to the
magnetosphere along magnetic field lines, and motion of
particles in the magnetosphere is modified by the updated
electric field.
[6] R. Wolf and his coworkers developed a computer

code called the Rice Convection Model to solve the self-
consistent model numerically (see Wolf [1970], Jaggi and
Wolf [1973], Harel et al. [1981a, 1981b], Spiro et al. [1981],
Wolf et al. [1982], Spiro and Wolf [1984], and Toffoletto et
al. [2003] for review). Wolf [1970] first investigated effects
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of the ionospheric conductivity on the global distribution
of electric fields and currents and obtained drift trajecto-
ries of magnetospheric particles. Spiro and Wolf [1984]
found that the total energy of the ring current increases
by a factor of 1.4 when the ionospheric conductivity is
doubled. Increased conductivity results in the decreased
shielding that allows particles to drift further into the
inner magnetosphere. Senior and Blanc [1984] developed
a self-consistent model including spatial variations of the
ionospheric conductivity. A linear approximation of the
motion of the ring current inner edge was used in their
calculation. They showed that auroral enhancement of the
ionospheric conductivity increases the shielding time
constant and that the midlatitude electric field is attenu-
ated by a factor of about 3 or 4 by the shielding
mechanism.
[7] After the development of the RCM and Senior and

Blanc’s [1984] models, many numerical simulations of the
ring current have been performed (e.g., Chen et al. [1993],
Fok et al. [1995], Jordanova et al. [1996], Ebihara and
Ejiri [1998], Liemohn et al. [1999], and Ebihara and Ejiri
[2003] for review). The simulations employing an empir-
ical model of the convection electric field (e.g., Volland-
Stern [Volland, 1973; Stern, 1975] or the Weimer model
[Weimer, 1995, 2001]) provide a reasonable result regard-
ing the ion distribution, the pressure, and Dst. Such a non-
self-consistent simulation takes into account the shielding
effect because such empirical models of the convection
electric field include a mathematical expression of the
shielding effect implicitly.
[8] Fok et al. [2001] developed a hybrid simulation

scheme called the Comprehensive Ring Current Model
(CRCM). The kinetic equation of particles is calculated
by Fok’s ring current model [Fok et al., 1995; Fok and
Moore, 1997], and the closure of the electric current is
calculated by the RCM [Toffoletto et al., 2003].

[9] Ridley and Liemohn [2002] calculated the pattern of
the shielding electric field driven by the ring current.
Recently, Khazanov et al. [2003] improved Ridley and
Liemohn’s [2002] computer code and performed a self-
consistent simulation that calculates the electric coupling
between the magnetosphere and the ionosphere. A dipole
magnetic field was used in their calculations [Ridley and
Liemohn, 2002; Khazanov et al., 2003], while the CRCM is
capable of solving the equations with a realistic magnetic
field model [Fok et al., 2001].
[10] The purpose of this paper is to investigate the role of

the ionospheric conductivity in the development of the ring
current, especially during the storm main phase. In particular,
we focus on changes in ionospheric conductance due to the
solar radiation, tilt angle, and precipitating electrons. This
paper consists of seven sections. After describing our simu-
lation scheme in section 2, results of a ‘‘reference run’’ are
shown in section 3. In section 4 the influence of the solar
activity on the ring current is studied by simulations carried
out for various values of the F10.7 index. In section 5 the
influence of the tilt angle is studied on the basis of simu-
lations performed for various tilt angles in terms of day of
year. Section 6 presents results for various assumed auroral
conductivity models. Section 7 summarizes the results.

2. Simulation

[11] The following is a brief description of the CRCM
and the initial and boundary conditions that were used in
this particular study. The numerical scheme is described in
detail by Fok et al. [2001] and is schematically drawn
in Figure 1.

2.1. Kinetic Equation

[12] Neglecting the gyrophase and the bounce phase of
charged particles, we specified particles in terms of a four-

Figure 1. Block diagram of the CRCM. We investigated the influence of the ring current on the
ionospheric conductivity in terms of the solar EUV and the auroral electron precipitation.
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dimensional phase space, two-dimensional position, and
two adiabatic invariants M and K, which are

M ¼ p2 sin2 a
2m0B

; ð1Þ

K ¼
Z sm2

sm1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Bm � B sð Þ

p
ds; ð2Þ

where p is the momentum, a is the pitch angle, m0 is the rest
mass, B is the magnetic field, and Bm is the magnetic field at
the mirror points sm1 and sm2.
[13] The spatial and temporal variation of the phase space

density of charged particles is obtained by solving the
bounce-averaged Boltzmann equation, that is,

@f s
@t

þ _li
� � @f s

@li
þ _fi

D E @f s
@fi

¼ �vss nHh if s �
f s

0:5tb

� 	
loss cone

; ð3Þ

where f s = f s(li, fi, M, K ) is the four-dimensional phase
space density, li is the magnetic latitude at ionospheric
altitude (ri), fi is the magnetic local time at the ionospheric
altitude, v is the velocity of particle, sH is the cross section
for charge exchange, nH is the hydrogen density, and tb is
the bounce period. The operator hi indicates a bounce
average over a field line between two mirror points sm1 and
sm2. The atmospheric absorption altitude for the loss cone is
defined as 100 km.
[14] The bounce-averaged drift velocities, h_lii and h _fii,

are expressed [Fok and Moore, 1997] as
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� �

¼ � 1

qG

@H

@fi

; ð4Þ

_fi

� �
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qG
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@li
; ð5Þ

where G = MEsin(2li)/ri and ME is the Earth’s magnetic
dipole moment. The Hamiltonian H is given by

H ¼ W þ qF� qWME

2ri
cos 2li; ð6Þ

where q is the charge, F is the electric potential, and W is the
angular velocity of the rotation of the Earth. The right-hand
side of equation (6) represents magnetic drift (the grad-B
and curvature drifts), the E � B drift by the convection
electric field, and the E � B drift by the corotation electric
field, respectively. The above formulation enables tracking
motion of particles with an arbitrary equatorial pitch angle
in a nondipolar magnetic field.

2.2. Field-Aligned Current and Ionospheric Electric
Potential

[15] The RCM algorithm was used to calculate the field-
aligned current and the ionospheric electric potential. We
converted the phase space density f s(li, fi, M, K ) to h(li, fi,

M, K), that is, the number of particles per unit magnetic flux
in the ranges (M, M + DM), (K, K + DK), using the formula

h ¼ 4
ffiffiffi
2

p
pm3=2

0 f M1=2DMDK: ð7Þ

[16] The field-aligned current is then given by

Jki

Bi

¼
X
j

B

B2
� rhj �rWj

� �
; ð8Þ

which can be rewritten as

Jki ¼
1

r2i cos li

X
j

@hj
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@fi

�
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� 	
:

positive downwardð Þ
ð9Þ

The ionospheric potential Fi is given by solving the Poisson
equation as

r � �S � rFið Þ ¼ Jki sin I ; ð10Þ

where S is a tensor of height-integrated conductance and I
is the magnetic dip angle.
[17] Contributions from both northern and southern hemi-

spheres are taken into consideration in calculation of the
conductance tensor S because a line integral between foot
points in the northern and southern hemispheres is per-
formed in the derivation of equation (8). Assuming that the
ionospheric conductance produced by incident energetic
particles is the same in the two hemispheres, the two-
hemisphere conductivity S is given by

S ¼ 2Sprecipitation þ Sbackground; northern hemisphere

þ Sbackground; southern hemisphere: ð11Þ

The International Reference Ionosphere (IRI-95) [Bilitza,
1997] and the Mass Spectrometer Incoherent Scatter (MSIS-
E90) model [Hedin, 1991] were employed to calculate the
background conductance. The IRI-95 model requires day of
year and the F10.7 index, and the MSIS-90E model requires
day of year, the F10.7 index, and the Ap index as input
parameters. The difference between the local time and the
geographical longitude is not taken into account; that is, the
universal time (UT) dependence of the conductivity is not
included. Hardy et al. [1985] compiled DMSP measure-
ments of precipitating electrons and provided an empirical
model of them as a function of magnetic local time,
magnetic latitude and Kp. We used the empirical model of
Hardy et al. [1987], who calculated the Hall and Pedersen
conductivities for different Kp levels based on the empirical
model of precipitating electron energy flux and average
energy, by using the formulae of Robinson et al. [1987].
[18] The cross polar cap potential drop FP was given by

an empirical model of Boyle et al. [1997], who obtained a
mathematical expression between FP and the solar wind
velocity and interplanetary magnetic field (IMF) as

FP ¼ 1:1� 10�4V 2
sw þ 11:1BIMF sin

3 qIMF

2

� 	
kVð Þ; ð12Þ

A08205 EBIHARA ET AL.: CONDUCTIVITY CONTROL OF RING CURRENT

3 of 14

A08205



where Vsw is the solar wind velocity in km/s, BIMF is the
magnitude of IMF in nT, and qIMF is the clock angle of IMF.
We used IMF and solar wind data from the ACE satellite.
[19] The electric potential calculated by equation (10) was

mapped along field lines under the assumption that the field
line is equipotential. The newly updated electric field was
used to solve the kinetic equation (3).
[20] The outer boundary of the ionosphere for the Poisson

equation (10) was located at 66.7deg at 100 km altitude, and
the boundary of the magnetosphere for the particle injection
was located at the radial distance of 10 Re in the equatorial
plane. We consider only protons, and the distribution
function at the boundary was held constant and assumed
to be isotropic Maxwellian with density of 0.5 cm�3 and
temperature of 5 keV. The magnetosphere was initially

filled with preexisting particles with the distribution func-
tion measured by AMPTE/CCE in quiet time [Sheldon and
Hamilton, 1993].
[21] We calculated Dst* by using the Dessler-Parker-

Sckopke relationship [Dessler and Parker, 1959; Sckopke,
1966], that is,

Dst* nTð Þ ¼ �2:495� 10�14� Jð Þ; ð13Þ

where � is the total energy of the ring current. Dst* stands
for Dst corrected by the solar wind dynamic pressure as

Dst* ¼ Dst � c1P
1=2
sw þ c2; ð14Þ

where Psw is the dynamic pressure of the solar wind and c1
and c2 are empirical coefficients. We assumed the
coefficients c1 and c2 to be 0.2 nT/(eV cm�3)1/2 and
20 nT, respectively [Gonzalez et al., 1994].

3. Reference Run

[22] We particularly focused on the intense magnetic
storm that took place on 12 August 2000. Figure 2 shows
interplanetary parameters (solar wind and IMF) and geo-
magnetic (Dst and SYM) indices during the storm. The polar
cap potential drop FP estimated by using equation (12)
exceeded 300 kV, and Dst reached its minimum of �235 nT
at 0900 UT. We performed the reference run by putting
parameters measured during the storm into the ionospheric
conductivity model. The daily F10.7 value was 194.3 �
104 Jy, and the daily Ap index was 123.
[23] We used the empirical magnetic field model of

Tsyganenko [1995] and Tsyganenko and Stern [1996] (here-
inafter referred to T96). The T96 model provides the
external magnetic field parameterized by the solar wind
dynamic pressure, the Dst index, IMF By, and Bz. The
parameters were held constant throughout the simulation to
highlight the effect of the ionospheric conductivity. On the
basis of the observation made at the beginning of
the simulation (0000 UT on 12 August 2000), we selected
the parameters; the solar wind dynamics pressure is 4.62 nPa,
Dst is �26 nT, IMF By is 5.0 nT, and IMF Bz is 5.0 nT.
[24] To clearly illuminate the effect of the ionospheric

conductance, we only changed the polar cap potential drop
and the auroral conductance. The other parameters were
held constant throughout the calculation unless otherwise
mentioned. Figure 3 shows snapshots of two pressure terms,
P? and Pk, and the perpendicular current density J? in the
equatorial plane, which is given by

J? ¼ B

B2
� rP? þ Pk � P?

 � B � rð ÞB
B2

� �
: ð15Þ

[25] An interesting feature is the highly twisted pattern of
the convection electric potential marked by black lines
(overlayed on the plasma pressure). The twisting feature
started to develop on the nightside when the polar cap
potential drop increased. The eastern edge of the twisting
corresponds to the eastern edge of the high-pressure region,
meaning that newly injected particles from the nightside
plasma sheet get closest to the Earth and tend to gain their
kinetic energy adiabatically in the vicinity of the twisting.

Figure 2. Interplanetary and geomagnetic quantities dur-
ing the storm of 12 August 2000. From top to bottom are the
solar wind density, the solar wind velocity, the intensity of
IMF, the clock angle of IMF (positive northward), the polar
cap potential drop calculated by the formula of Boyle et al.
[1997], and Dst (solid) and SYM (dashed) indices.
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Consequently, fluxes of tens-keV-ions peak in the midnight-
dawn sector [Fok et al., 2003]. This is consistent with an
energetic neutral atom measurement performed by the
Imager for Magnetopause-to-Aurora Global Exploration
(IMAGE)/High-Energy Neutral Atom (HENA) instrument
[C:son Brandt et al., 2002]. In addition, the pressure peak
occurs near midnight, which is consistent with the statisti-
cally obtained pressure distribution during a storm main
phase [Ebihara et al., 2002]. This result contrasts with the
result calculated with a non-self-consistent electric field,
which produces a pressure peak near dusk during a storm
main phase [e.g., Kozyra et al., 1998; Ebihara and Ejiri,
2000; Liemohn et al., 2001].
[26] Figure 4 shows the field-aligned current Jk, the

Pedersen conductance Sp, and the convection electric
potential F for the self-consistent simulation. The field-
aligned current is found to flow into the ionosphere mostly
in the 0900–1500–2100 MLT region and flows away from
the ionosphere mostly in the 2100–0300–0900 MLT
region. The conductivity is constant in time for the period
shown because Kp was greater than 6 and thus beyond the
parameter range of the Hardy et al. [1987] model.
[27] In response to space charges deposited in the iono-

sphere by the field-aligned currents, an additional electric
field is produced in the ionosphere. The magnitude of this
additional electric field is roughly inversely proportional to
the Pedersen conductivity. The bottom panels of Figure 4
show the electric potential in the ionosphere. There are two
remarkable regions to be noted.
[28] First, a strong poleward electric field appears in the

space between the downward flowing field-aligned current

and the auroral oval in the evening sector at 0900 UT (near
Dst minimum). Since the background conductivity is rela-
tively low equatorward of the auroral oval, a strong pole-
ward electric field is set up in this space. This is most likely
associated with the subauroral polarization streams ob-
served at subauroral latitudes [Foster and Vo, 2002].
[29] Second, the convection pattern is highly skewed

equatorward of the auroral oval in the postmidnight region.
This skew is most likely due to the eastward shielding
electric field driven by the Region 2 field-aligned current. A
flow velocity reversal of the ionospheric plasma observed at
subauroral latitudes in the postmidnight region [Huang et
al., 2001] may correspond to the deflection of the convec-
tion pattern that appears in the bottom panels of Figure 4.

4. Solar EUV Dependence

[30] Figure 5 shows Pedersen conductances for different
values of F10.7, indicating obviously that the conductance
increases with increasing F10.7. The conductance for
F10.7 = 250 � 104 Jy (solar maximum condition) is always
higher than for F10.7 = 70 � 104 Jy (solar minimum
condition) by a factor of 3 and more.
[31] Figure 6 shows the calculated Dst* at a fixed time of

0900 UT on 12 August 2000 when Dst* reached its
minimum during the storm, as a function of F10.7. Dst*
is shown to decrease almost linearly with F10.7. The
conductance for F10.7 = 250 � 104 Jy results in a 29%
stronger ring current than for F10.7 = 70 � 104 Jy.
[32] We used F10.7 to drive the ionospheric and thermo-

spheric models, which govern the modeled conductance.

Figure 3. (top) Perpendicular plasma pressure (P?), (middle) parallel plasma pressure (Pk), and
(bottom) perpendicular current density (J?) in the equatorial plane for four different times. White lines
overlapped with the plasma pressure stand for the equipotential line of convection and corotation electric
fields. Current densities flowing eastward (blue) and westward (red) are distinguished by colors. The
magnitude and direction of the current density are indicated by an arrow.
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F10.7 is known to correspond well with the solar EUV
radiation over an 11-year solar-driven cycle [Hedin, 1983],
and therefore this can cause an 11-year solar cycle in global
ionospheric conductivity. Under similar IMF and solar wind
conditions, the ring current at the solar maximum should be
stronger than at the solar minimum.

[33] We need to keep in mind that the solar wind and IMF
show a solar cycle dependence as well [e.g., Osherovich et
al., 1999]. Therefore both the solar cycle variation of the
solar wind and IMF and the solar cycle variation of the
ionospheric conductivity must contribute to the solar cycle
variation of the ring current.
[34] The ionospheric electron density (conductivity) can

be enhanced by a sudden enhancement of solar EUV

Figure 4. (top) Field-aligned current (Jk), (middle) half of the two-hemisphere Pedersen conductivity
(SP), and (bottom) the electric potential (F) in the ionosphere at 100 km altitude in MLT and magnetic
latitude coordinates.

Figure 5. Half intensity of the two-hemisphere Pedersen
conductance for different F10.7 values at noon (left) and
midnight (right) on day of year (DOY) 205 (12 August).
The auroral conductance is excluded. The Ap value was
kept constant at 123.

Figure 6. Simulated Dst* value as a function of F10.7. All
other storm conditions were kept fixed. The Dst* value was
taken at the time of 0900 UT on 12 August 2000 when Dst*
reached its minimum during the storm.
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radiation during solar flare events [e.g., Garriott et al.,
1967, 1969; Mendillo and Evans, 1974]. The immediate
enhancement of the ionospheric electrons due to a solar
flare is called a sudden ionospheric disturbance (SID). An
SID should decrease the dayside shielding electric field and
may contribute to somewhat the ring current development.
We will investigate the influence of SIDs on the ring current
in the future.

5. Tilt Angle Dependence

[35] Neutral atoms and molecules above �60 km are
effectively ionized by solar EUV radiation. The degree of
the ionization depends largely on the solar zenith angle.
Figure 7 shows Pedersen conductances at equinox and
solstice. Except for higher latitudes (>62�) at midnight,
the Pedersen conductance at equinox is higher than at
solstice. At higher latitudes (>62�), the solar zenith angle
in the summer hemisphere remains lower than at equinox on
the nightside, and thus the lower solar zenith angle produces
higher conductivities compared with equinox. Since all
parts of the convection electric field are necessarily in-
volved in creating the ring current, a numerical simulation
has to be performed to understand the overall effect of the
seasonal variation of the conductivity on the ring current.
[36] Figure 8 shows the calculated Dst* at a fixed time of

0900 UT on 12 August 2000 as a function of the tilt angle in
terms of day of year. The result indicates an obvious
semiannual variation in that the conductivity at equinox
results in about 5% stronger ring current than at solstice.
[37] Figure 9 shows Dst averaged over months during the

period between 1964 and 2002, indicating clearly a semi-

annual variation on the average. The ring current at equinox
(March and September) is obviously stronger than at
solstice (June and December). Cliver et al. [2001] also
found this effect.
[38] The semiannual variation of the geomagnetic activity

has been known for several decades [e.g., Russell and

Figure 7. Half intensity of the two-hemisphere Pedersen conductance at equinox (23 September; day of
year 267) and the solstice time (24 June; day of year 176) at noon (left) and midnight (right). The auroral
conductance is excluded. The Ap and F10.7 values were kept constant at 123. and 194.3, respectively.

Figure 8. Simulated Dst* as a function of the tilt angle in
terms of day of year. All other storm conditions were kept
fixed. The Dst* value was taken at the time of 0900 UT on
12 August 2000 when Dst* reached its minimum during the
storm.
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McPherron, 1973; Mayaud, 1978, 1980; Crooker and
Siscoe, 1986; Crooker et al., 1992; Cliver et al., 2000,
2001], and four mechanisms have been proposed to account
for the semiannual variation [Cliver et al., 2001, and
references therein]: (1) the axial hypothesis in which the
heliographic latitude of the Earth plays a role, (2) the
equinoctial hypothesis in which the orientation of
the Earth’s axis of rotation relative to the solar equatorial
plane plays a role, (3) the IMF effect in which the interac-
tion with the southward component of IMF ordered in
solar magnetospheric coordinates (GSM) plays a role, and
(4) annual motion of the ring, tail and magnetopause
currents with respect to the Earth’s magnetic equator.
[39] Russell and McPherron [1973] proposed that it is

caused by a semiannual variation in the effective southward
component of the IMF. Cliver et al. [2000] argued that the
bulk of the semiannual variation results from the equinoctial
effect that makes the IMF coupling less effective at solstice.
[40] Based upon a statistical study, Cliver et al. [2001]

showed that Dst exhibits a semiannual variation with a
peak-to-peak amplitude of 10.6 nT. They found that the
overall semiannual variation (peak-to-peak amplitude of
10.6 nT) consists of �30–50% (3.2–5.3 nT) of the storm
component and �70–50% (7.4–5.3 nT) of the nonstorm
component. As for the storm component, the equinoctial
effect accounts for �20–40% of the storm component of
the semiannual variation while the axial and the IMF effect
accounts for 10% of it. As for the nonstorm component of
the semiannual variation, a semiannual variation of the ring,
tail, and magnetopause currents relative to ground-based
magnetometers used for the Dst determination is effective
[Fukushima and Nagata, 1968; Malin and Isikara, 1976].
[41] The previously suggested mechanisms involve (1) an-

nual motion of the Earth with respect to the solar equator,
(2) the solar wind, (3) IMF, and (4) annual motion of the
ring, tail, and magnetopause currents. Our result shown in
Figure 8 would lead us to add a new mechanism that
involves the semiannual variation of the hemispheric iono-

spheric conductivity. It is not easy to compare this idea with
the observational result derived by a statistical study be-
cause an instantaneous picture of the ring current is basi-
cally different from a statistical picture of it. Furthermore,
the same changes in the solar wind and IMF never appear in
the past and in the future, and hence from an observational
point of view, we cannot isolate the influence of the
conductivity from others without a significant statistical
analysis. However, we do expect that the semiannual
variation of the hemispheric conductivity in the ionosphere
can result in a semiannual variation of Dst with a peak-to-
peak amplitude of about 5% near the Dst minimum for the
particular changes in the solar wind and IMF as observed on
12 August 2000.

6. Auroral Conductivity Dependence

[42] The conductance at the latitude of the auroral oval is
significant in the ring current development. This can be
demonstrated by changing the two-hemisphere height-
integrated conductivity associated with auroral electron
precipitation. Figure 10 shows calculated Dst* as a function
of magnitude of expansion of the auroral oval compared
against the reference auroral conductivity provided by the
Hardy et al. [1987] model. A positive (negative) value
means the auroral oval is being expanded (contracted).
The shape and the intensity of the auroral conductivity
were kept the same. A minimum value of Dst* (or the
strongest ring current) is achieved when the auroral oval is
expanded by 1 or 2deg with respect to the original latitude
of the Hardy et al. [1987] model for this particular storm.
Both the contraction and expansion of the auroral oval from
the optimum latitude cause the ring current to be weaker.
[43] Figure 11 shows the conductivity, the field-aligned

current, and the plasma pressure in cases of contraction of
the auroral oval (by 3deg in magnetic latitude) or expansion

Figure 9. Observed Dst averaged over each month. A
vertical bar stands for 0.5s.

Figure 10. Simulated Dst* as a function of offset latitude
of the auroral conductance. All other storm conditions were
kept fixed. The Dst* value was taken at the time of 0900 UT
on 12 August 2000 when Dst* reached its minimum during
the storm.
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of the auroral oval (by 4deg in magnetic latitude). In case of
contraction (Dl = �3deg; left panels), the perpendicular
pressure appears weaker and the peak of the pressure occurs
farther from the Earth (L = 3.0 at midnight) as compared
with computations based on the reference conductivity
model (Dl = 0; middle panels). This is reasonably
explained by the following mechanism. As the auroral oval
is contracted, the reversal of convection in the ionosphere in
the postmidnight region shifts poleward because the strong
eastward electric field driven by the Region 2 field-aligned
current tends to appear just equatorward of the auroral oval.
A plasma sheet ion drifting earthward experiences a deflec-
tion of the direction of the E � B drift velocity from
earthward to westward when the ion intersects the reversal
of the convection in the midnight-dawn sector. After inter-
secting the reversal of the convection, the E � B drift speed
becomes slow. This is approximately the innermost limit of
the earthward penetration of the plasma sheet particles.
Consequently, the peak of the pressure occurs in the vicinity
of the inner edge of the plasma sheet, that is, the reversal of
the convection in the postmidnight region.
[44] In case of expansion of the auroral oval (Dl = 4deg;

right panels), it is clearly seen that the radial distance of the

convection reversal shifts earthward (L = 2.3 at midnight).
Particles starting in the nightside plasma sheet are adiabat-
ically accelerated by the E � B drift. Before reaching the
reversal of the convection (L = 2.3 at midnight), the
particles gain kinetic energy and then tend to drift westward
due to the grad-B and curvature drifts. This limits the
inward penetration of the plasma sheet particles. Conse-
quently, the pressure tends to be weak in the morningside
when the auroral oval is extremely expanded. When the
auroral oval is expanded by 4deg, the perpendicular pres-
sure slightly increases from 290 nPa to 295 nPa at L = 2.7 at
midnight. However, there is a substantial reduction in the
perpendicular pressure from 220 nPa to 130 nPa at L = 2.7
at 0600 MLT, and then the total energy decreases.
[45] Since the empirical auroral conductance model given

by Hardy et al. [1987] is a function of Kp, the model hardly
describes short-term and fine-scale variations of conductiv-
ity. For example, an auroral breakup typically lasts tens of
minutes, while Kp has a resolution of 3 hours. A far
ultraviolet imager (FUV) aboard the IMAGE satellite
[Mende et al., 2000a, 2000b] is capable of providing an
estimate of the auroral conductances with a high temporal
resolution of 2 min. Estimating average energy and energy

Figure 11. (top) Pedersen conductance, (middle) field-aligned currents in the ionosphere at 100 km
altitude, and (bottom) perpendicular plasma pressure in the equatorial plane at 0900 UT on 12 August
2000. The left panels are those in case of contraction of the aurora oval by 3, and the right ones are those
in case of expansion of the aurora oval by 4. Electric potential in the corotation frame of reference is
overlayed on the first two panels from top. Electric potential in the inertial frame of reference is overlayed
on the bottom panels.
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flux of precipitating electrons [Hubert et al., 2002; Frey et
al., 2003], Pedersen and Hall conductances can be
calculated by using an empirical formula proposed by
Reiff [1984] as

SP ¼ F1=2 26 Eh i þ 40 Eh i2þ Eh i3

44þ 1:3 Eh i3
ð16Þ

and

SH=SP ¼ 0:10; for Eh i < 0:6
�0:04þ 0:2416 Eh i � 0:0022 Eh i2; for Eh i � 0:6

�

ð17Þ

where F is the energy flux in erg cm�2 s�1 and hEi is the
average energy in erg.
[46] Original auroral images taken by IMAGE/FUV were

accompanied by small-scale fluctuations in space because of
insufficient statistics. To remove the highly fluctuating
component from the original image, we employed a fast
Fourier transform (FFT) filter. The original image was
converted from real space to frequency space. After apply-
ing a low pass filter to remove the highly fluctuating
component, we eventually obtained a smooth image by
converting back from frequency space to the real space.
[47] Figure 12 shows snapshots of the Pedersen conduc-

tances calculated in the manner described above. Unfortu-
nately, IMAGE/FUV did not take images during the entire
period of the storm. We switched the conductance model
from the statistical one [Hardy et al., 1987] to the realistic
one at 0810 UT when the image of the FUV camera started
to cover the whole region of interest, that is, magnetic
latitude of 50� and more. After that, we updated the auroral
conductance every 2 min. Figure 13 shows the auroral
Pedersen conductivity accumulated in the region between

50deg and 60deg in the magnetic latitude. There are four
noticeable enhancements of the accumulated Pedersen con-
ductivity due to the auroral electrons, and they peak at 0834,
0911, 0921, and 1039 UT, respectively.
[48] The Dst* values calculated with the auroral conduct-

ance given by IMAGE/FUV are shown in Figure 14. The
1-min SYM index corrected by the solar wind dynamic
pressure is calculated by

SYM* ¼ SYM� c1P
1=2
sw þ c2 ð18Þ

and is overlayed as a proxy of Dst*. The coefficients c1 and
c2 are the same as those mentioned in section 2.2. The
calculated Dst* shows a good agreement with the observed
one as a zeroth order approximation, and the realistic
ionospheric conductivity estimated from the IMAGE/FUV
auroral imager data results in about 8% stronger ring current
than the empirical conductance model.
[49] Some ambiguities make it difficult to discuss a quan-

titative comparison between the calculated Dst* and the
observed one. A surface term in the Dessler-Parker-Sckopke
relationship is excluded in the calculation. Contributions
from other current systems, for example, field-aligned cur-
rents and ionospheric currents, may be included in the
observed Dst*. Regarding the variation of the calculated
Dst*, there are three interesting features to be noted.

6.1. First Two Increases in Auroral Activity
(0834 and 0911 UT)

[50] The first two auroral activities, peaking at 0834 and
0911 UT, do not modify the Dst* variation significantly.
The auroral brightenings last for 10–20 min, much shorter
than the timescale of the storm-time variation of Dst*.

6.2. Third Increase in Auroral Activity (0921 UT)

[51] In spite of the occurrence of the third increase in
auroral activity (peaking at 0921 UT), a rapid recovery of

Figure 13. Total Pedersen conductivity due to auroral
electron precipitation estimated from IMAGE/FUV data
between 50deg and 60deg in the magnetic latitude.
Noticeable peaks of the total conductivity are found at
0834, 0911, 0921, and 1039 UT and are indicated with
arrows.

Figure 14. Simulated Dst* with auroral conductance
estimated from IMAGE/FUV (solid line) and the conduct-
ance model of Hardy et al. [1987] (dashed line). The 1-min
SYM index corrected by the solar wind dynamic pressure,
as a proxy of Dst*, is overlayed. An upward arrow stands
for a sudden recovery of the ring current, and a downward
arrow stands for a peak of the auroral brightening identified
in Figure 9.
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Dst* starts at 0918 UT (indicated with an upward arrow in
Figure 14) and lasts for about 1 hour. This rapid recovery is
not obviously caused by decrease in the polar cap potential
drop because the polar cap potential drop remains fairly
stable around 0918 UT as shown in Figure 2. Figure 15
shows sequential snapshots of the Pedersen conductivity,
the ionospheric electric field, and the perpendicular pressure
of the ring current protons. At 0918 UT, just prior to the
third increase in auroral activity, the auroral oval starts
showing morphologically a gap in the region between
2100 and 2300 MLT, and the gap lasts for about 1 hour.
[52] Within the gap, the westward component of the

calculated ionospheric electric field becomes weak due to
the shielding electric field driven by the Region 2 field-
aligned current, and eventually, eastward electric field
appears in that particular region as time proceeds. The
eastward electric field on the nightside produces the anti-
sunward E � B drift velocity that pulls the magnetospheric
particles out from small L to large L. As a consequence, the
plasma pressure that centers near midnight or premidnight
(the bottom panel of Figure 15) decreases rapidly while
the gap persists. The perpendicular pressure at L = 2.6 at
2200 MLT is 321, 322, 316, and 311 nPa at 0914, 0918,
0922, and 0926 UT, respectively.
[53] The reversed electric field is called the ‘‘over-

shielded’’ electric field because the shielding electric field
fed by the Region 2 field-aligned current is strong enough to
cancel the electric field directly penetrating from the polar
cap [e.g., Kelley et al., 1979; Spiro et al., 1988; Fejer et al.,
1990]. The overshielding electric field has been modeled
and attributed to a decrease in the polar cap potential drop or

the northward turning of IMF [e.g., Spiro et al., 1988;
Peymirat et al., 2000]. Since the polar cap potential drop
remains almost steady for this particular period of interest,
the sudden decrease in the Pedersen conductivity, as mor-
phologically seen by the gap, is understood to produce the
overshielding condition leading to the rapid recovery of the
ring current.
[54] The third increase in auroral activity that occurred at

0921 UT does not fill the gap as shown in Figure 15. The
overshielding persists throughout this interval, and the ring
current continues to decrease, regardless of the auroral
activity.
[55] The morphological feature of the nightside auroral

gap was reported by Chua et al. [1998], who showed images
captured by the Ultraviolet Imager (UVI) aboard the Polar
spacecraft. They suggested that the nightside auroral gapmay
be due to a significant reduction in field-aligned currents
along with an insufficient ionospheric potential to accelerate
precipitating electrons within the gap region. A substantial
decrease in the plasma pressure, which may generate relevant
field-aligned currents within the gap, may maintain the
auroral gap if the auroral gap is tightly coupled with the
magnetospheric plasma and is associated with a reduction of
the intensity of the field-aligned current. The physical mech-
anism producing the gap is an interesting topic for study but is
beyond the scope of this paper.

6.3. Fourth Increase in Auroral Activity (1039 UT)

[56] Regardless of the continuous decay of the polar cap
potential drop, the recovery of the ring current is impeded
around 1039–1041 UT. This is simply understood to be led

Figure 15. (top) Pedersen conductivity in the ionosphere, (middle) electric field in the corotation frame
of reference in the ionosphere, and (bottom) perpendicular pressure in the equatorial plane between
0914 UT (before the noticeable auroral brightening) and 0926 UT (after the brightening). Electric
potential in the corotation frame of reference is overlayed on the top panels, and that in the inertial frame
of reference is on the bottom panels.
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by the weakened shielding electric field associated with the
fourth increase in auroral activity that peaks at 1039 UT.
The fourth auroral activity fills the gap that appeared
0918 UT as shown in Figure 12, causing reduction of the
shielding electric field in the premidnight region where the
fourth auroral activity fills the gap.

7. Conclusion

[57] We simulated the particular storm occurred on
12 August 2000. By changing the ionosphere conductivity
artificially, we obtained the results that the storm-time ring
current is significantly influenced by not only IMF and the
solar wind but the solar radiation and the auroral activities
as well. The primary results are as follows: (1) The
conductivity for solar maximum condition (F10.7 = 250 �
104 Jy) results in about 29% stronger ring current than for
solar minimum condition (F10.7 = 70 � 104 Jy). (2) The
conductivity at equinox results in about 5% stronger ring
current than at solstice. The semiannual variation of the
hemispheric conductivity in the ionosphere would be a new
mechanism to explain the semiannual variation of Dst.
(3) Both expansion and contraction of the auroral oval from
an optimal latitude weaken the ring current. (4) The IMAGE/
FUV-based conductivity results in about 8% stronger ring
current than with the empirical conductance model. (5) The
nightside auroral gap that appears at 0918 UT results in the
rapid recovery of the ring current for about 1 hour when
the gap persists. We showed that a morphological feature of
the auroral oval significantly affects the storm-time ring
current. Use of realistic auroral conductivities obtained from
a satellite-borne auroral imager in numerical simulations may
eventually provide much improved understanding of the
storm-time ring current and related electrodynamics.
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